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This is only about “architecture”
Section 4 will categorize & discuss ‘““training” :
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X = World Cup 2022 was ... the increase to [MASK] in 2026.
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FIFA World Cup 2026
will expand to 48 teams.

Encoder puaasg

In 2022, the 32 national o —
teams involved in the Encoder kull e © ©
tournament.

Team USA celebrated z = Encoder(z)

after winning its match Encoder | X = Encoder(x)
against lran ...
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13M chunks (passages) k retrieved chunks
(called documents in the paper)
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For a while, mainly evaluated on

knowledge-intensive tasks (e.g. open-domain QA) with fine-tuning
(more context in Section 5)
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REALM and subsequent work

REALM (Guu et al 2020): MLLM followed by fine-tuning, focusing on open-domain QA

DPR (Karpukhin et al 2020): Pipeline training instead of joint training, focusing on open-domain QA
(no explicit language modeling)

RAG (Lewis et al 2020): “Generative” instead of “masked language modeling”, focusing on open-
domain QA & knowledge intensive tasks (no explicit language modeling)

Atlas (Izcard et al 2022): Combine RAG with retrieval-based language model pre-training based on
the encoder-decoder architecture (more to come in Section 4), focusing on open-domain QA &
Knowledge intensive tasks

Papers that follow this approach focusing on LM perplexity have come out quite recently (Shi et al.
2023, Ram et al. 2023)

Ram et al. 2023. “In-Context Retrieval-Augmented Language Models”
Shi et al. 2023, “REPLUG: Retrieval-Augmented Black-Box Language Models” 14
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FIFA World Cup 2026 will expand to 48 teams.
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FIFA World Cup 2026 will expand to 48 teams. World Cup 2022 was the last with 32 teams, before the increase to

T

48 In the 2026 tournament.

* Can use multiple text blocks too (see the papers!)

Ram et al. 2023. “In-Context Retrieval-Augmented Language Models”
Shi et al. 2023. "REPLUG: Retrieval-Augmented Black-Box Language Models” 16



Retrieval-in-context LM

Perplexity: The lower the better ® No Retrieval ® In-Context RALM (BM25)

18.0
17.4

13.0

8.0

3.0

OPT-125M

11.7
10.4
8.7 8.4
7.9 :

OPT-350M OPT-1.3B OPT-2.7B OPT-6.7B OPT-13B OPT-30B OPT-66B

Varying sizes of LMs

Retrieval helps over all sizes of LMs

Graphs from Ram et al. 2023
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Is g=Xx necessary?

x = Team USA celebrates after winning its match against Iran at Al Thumama Stadium in Group B play of the
FIFA World Cup 2022 on Nov. 29, 2022. (..) World Cup 2022 was the last with 32 teams, before the increase to

Team USA celebrates after winning its match against
Iran at Al Thumama Stadium in Group B play of the FIFA | |
World Cup 2022 on Nov. 29, 2022. (..) World Cup 2022 World Cup 2022 was the last with 32 teams,
was the last with 32 teams, before the increase to betore the increase to

Retrieval Retrieval
The U.S. national team defeated Iran 1-0. FIFA World Cup 2026 will expand to 48 teams.
Does not cover “tokens that will come next” more relevant to what will come next
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= GPT-2117M (S) = GPT-2 345M (M) GPT-2762M (L) == GPT-2 1.5B (XL)

35.0 o 31.3
30.0
> 250 224 21.8 s
o
Q.
s 20.0
a
15.0 17 1 16.7 e
10.0
16 32 64

Retrieval Query Length ()

Shorter prefix (more recent tokens) as a query helps

Graphs from Ram et al. 2023
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35.0 — ——
31.0 20 2 31.3
30.0
2 250 22:4 518 22:4
= |
[b)
=
S 20.0
i
but not too short 16 32 64

Retrieval Query Length ()

Shorter prefix (more recent tokens) as a query helps

Graphs from Ram et al. 2023
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Retrieval-in-context LM

How frequent should retrieval be?

World Cup 2022 was the last with

The 2022 FIFA World Cup (...) 32 national teams
involved in the tournament. World Cup 2022
was the last with

32 teams before the Increase

World Cup 2022 was the last with 32 teams
before the increase

FIFA World Cup 2026 will expand to 48 teams.
World Cup 2022 was the last with 32 teams,
before the increase

M

to 48 in the 2026 tournament.
Retrieval results from a new query explain them!
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= GPT-2117M (S) == GPT-2 345M (M) GPT-2762M (L) == GPT-2 1.5B (XL)

Perplexity

40.0
34.7
32.9 -
30.0
24.6 -
_ | 22.6 22.1 21.8 21.5 21.4
20.0 -
18.6 5 L
1/ 17.3 16.9 16.7 16.5 16.4
10.0
64 32 16 8 4 2 1

Retrieval Stride (s)

Retrieving more frequently helps

Graphs from Ram et al. 2023
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= GPT-2117M (S) = GPT-2 345M (M) GPT-2 762M (L) == GPT-2 1.5B (XL)

Perplexity

40.0

30.0

20.0

10.0

34.7
e 31.6
T 30.8 30.2 29.8 29.5
24.6 03 & e
B , 22.1 21.8 21.5 21.4
18.6
9 -
17 17.3 16.9 16.7 16.5 16.4
64 32 16 8 4 2 1

Retrieval Stride (s)

* with cost In Inference time

Retrieving more frequently helps

Graphs from Ram et al. 2023
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Retrieve-in-context LM (shi et al 2023, Ram et al 2023)

to retrieve?

- Chunksv
- Tokens

- Others

to use retrieval?

- Input layer
- Intermediate layers
- Output layer

to retrieve?

- Once
- Every n tokens (n>1)
- Every token
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to retrieve?

- Chunksv
- Tokens

- Others

to use retrieval?

- Input Iayer\/
- Intermediate layers
- Qutput layer

to retrieve?

- Once
- Every n tokens (n>1)
- BEvery token
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Retrieve-in-context LM (shi et al 2023, Ram et al 2023)

to retrieve?

- Chunksv
- Tokens

- Others

to use retrieval?

- Input Iayer\/
- Intermediate layers
- Qutput layer

to retrieve?

- Once
- Every n tokens (n>1)y/
- BEvery token
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Summary

What do retrieve? How to use retrieval? When to retrieve?

REALM (Guu et al 2020) Text chunks Input layer

Retrieve-in-context LM (Shi et al

2023, Ram et al 2023) Text chunks Input layer

Applying the same approach to LM raised new questions
which mattered less in prior work (e.g. REALM) with short inputs & short outputs

30



REALM (Guu et al 2020) Text chunks

Retrieve-in-context LM (Shi et al

2023, Ram et al 2023)

Summary

What do retrieve? How to use retrieval? When to retrieve?

Input layer Once

Text chunks Input layer Every n tokens

can be very inefficient to retrieve many text chunks, frequently
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RETRO (Borgeaud et al. 2021)

Borgeaud et al. 2021. “Improving language models by retrieving from trillions of tokens”
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RETRO (Borgeaud et al. 2021)

/ Incorporation in the “intermediate layer” instead of the “input” layer
— designed for many chunks, frequently, more efficiently

Borgeaud et al. 2021. “Improving language models by retrieving from trillions of tokens”
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RETRO (Borgeaud et al. 2021)

/ Incorporation in the “intermediate layer” instead of the “input” layer
— designed for many chunks, frequently, more efficiently

/' Scale the datastore (1.8T tokens)

Borgeaud et al. 2021. “Improving language models by retrieving from trillions of tokens”
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RETRO (Borgeaud et al. 2021)

x = World Cup 2022 was the last with 32 teams, before the increase to
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RETRO (Borgeaud et al. 2021)

x = World Cup 2022 was/the last with 32 teams,/before the increase to
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RETRO (Borgeaud et al. 2021)

x = World Cup 2022 was/the last with 32 teams,/before the increase to
X1 X2 X3

Retrieval
Encoder

33



RETRO (Borgeaud et al. 2021)

x = World Cup 2022 wasfthe last with 32 teams,/before the increase to
X, %, X,

Retrieval LM
Encoder | teT Encoder
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RETRO (Borgeaud et al. 2021)

x = World Cup 2022 wasfthe last with 32 teams,/before the increase to
X, %, X,

Retrieval
Encoder
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RETRO (Borgeaud et al. 2021)

x = World Cup 2022 wasfthe last with 32 teams,/before the increase to
X, X, X

Retrieval
Encoder

(A1 X k X d matrix)

(r = # tokens per text chunk)
(d = hidden dimension)
(k = # retrieved chunks per split)

33



Regular decoder
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Decoder in RETRO
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Chunked Cross Attention (CCA)
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Chunked Cross Attention

Outputs from the previous layer H
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Chunked Cross Attention

Outputs from the previous layer H
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Chunked Cross Attention

Outputs from the previous layer H
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Chunked Cross Attention

Outputs from the previous layer H

CA(H*, E)

CAH,", E,)

Inputs to the next layer
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Chunked Cross Attention

CA(H*, E)

CAH,", E,)

Outputs from the previous layer H Inputs to the next layer

‘/ Cross-attention can be computed in parallel
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Chunked Cross Attention

Outputs from the previous layer H Inputs to the next layer

/ Cross-attention can be computed in parallel
40



Chunked Cross Attention

[T TTT] ' [T TTT] ﬂ You get this
HEEEER i’f L]

oooooooooooooooooooooooooooooooooooooo

Outputs from the previous layer H Inputs to the next layer

‘/ Cross-attention can be computed in parallel
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Chunked Cross Attention

[T TTT] ' CITTTT1§vou get this
HEEEER L]

ooooooooooooooooooooooooooooooooooooooooooooo

=== If you generated until here

Outputs from the previ ’ w to the next layer

and go through this Inp

‘/ Cross-attention can be computed in parallel
40



Chunked Cross Attention

e | e
111

‘ This part can be re-used

A(H1+' E)

If you generated until here

CAH,", E,)

Outputs from the previous layer H Inputs to the next layer

‘/ Cross-attention can be computed in parallel
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Results

AN

Perplexity: The lower the better

Model Retrieval Set #Database tokens #Database keys  Valid Test
Adaptive Inputs (Baevski and Auli, 2019) - - - 17.96 18.65
SpaLM (Yogatama et al., 2021) Wikipedia 3B 3B 17.20 17.60
kNN-LM (Khandelwal et al., 2020) Wikipedia 3B 3B 16.06 16.12
Megatron (Shoeybi et al., 2019) - - - - 10.81
Baseline transformer (ours) - - - 21.53 22.96
kNN-LM (ours) Wikipedia 4B 4B 18.52 19.54
RETRO Wikipedia 4B 0.06B 18.46 18.97
RETRO C4 174B 29B 12.87 10.23
RETRO MassiveText (1%) 18B 0.8B 18.92 20.33
RETRO MassiveText (10%) 179B 4B 13.54 14.95
RETRO MassiveText (100%) 1792B 28B 3.21 3.92

Significant improvements by retrieving from |.8 trillion tokens
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Model

Results

Retrieval Set #Database tokens

#Database keys

AN

Valid

Test

Perplexity: The lower the better

Adaptive Inputs (Baevski and Auli, 2019)
SpaLM (Yogatama et al., 2021)

kNN-LM (Khandelwal et al., 2020)
Megatron (Shoeybi et al., 2019)

Wikipedia 3B
Wikipedia 3B

3B
3B

17.96
17.20
16.06

18.65
17.60
16.12
10.81

Baseline transformer (ours)

kNN-LM (ours)
RETRO
RETRO
RETRO

» »
X A\ ".,'-"" , s

R~ S Ny B oo . an PO RPN - \—7-o

{RETRO

~ MassiveText (100%)

Wikipedia 4B
Wikipedia 4B
C4 174B

MassiveText (1%) 18B

—
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Significant improvements by retrieving from |.8 trillion tokens

21.53
18.52
18.46
12.87
18.92

3.21

22.96
19.54
18.97
10.23
20.33
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d .' =

3.92 }
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Results

—&— 172M ~@— 425M —&— 1.5B —&— 7.5B —&— Baseline —%— RETRO [OFF] —&— RETRO [ON]

-
o

O
O

©
~

C4 Eval bits-per-byte
o
00)

200 400 800 1600 7500

1.0-

0.9-

0.8-

0.7-

Number of Non-Embedding Params (M)

Gains are constant with model scale

X % % =

0 1 10 100 1000 10000
Retrieval dataset (B Tokens)

The larger datastore is, the better
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to retrieve?

- Chunkss/
- Tokens

- Others

RETRO (Borgeaud et al. 2021)

to use retrieval? to retrieve?
- Input layer - Once
- Intermediate layers - Every n tokens (n>1)

- Output layer - BEvery token

44



to retrieve?

- Chunkss/
- Tokens

- Others

RETRO (Borgeaud et al. 2021)

to use retrieval? to retrieve?
- Input layer - Once
- Intermediate layers +/ - Every n tokens (n>1)

- Output layer - BEvery token
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to retrieve?

- Chunkss/
- Tokens

- Others

RETRO (Borgeaud et al. 2021)

to use retrieval? to retrieve?
- Input layer - Once
- Intermediate layers +/ - Every n tokens (n>1)

- Qutput layer - BEvery token
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Summary

What do retrieve? How to use retrieval? When to retrieve?

REALM (Guu et al 2020) Text chunks Input layer Once

Retrieve-in-context LM (Shi et al

2023, Ram et al 2023) Text chunks Input layer Fvery n tokens

RETRO (Borgeaud et al. 2021) Text chunks Intermediate layers Fvery n tokens
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REALM (Guu et al 2020)

Retrieve-in-context LM (Shi et al
2023, Ram et al 2023)

RETRO (Borgeaud et al. 2021)

Summary

What do retrieve?

Text chunks

Text chunks

Text chunks

How to use retrieval?

Input layer

Input layer

When to retrieve?

Once

\ Every n tokens

Every n tokens
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Summary

What do retrieve? How to use retrieval?

REALM (Guu et al 2020) Text chunks Input layer

Retrieve-in-context LM (Shi et al

2023, Ram et al 2023) nput layer

Text chunks

RETRO (Borgeaud et al. 2021) Text chunks

lﬁ) Can use many blocks, more frequently, more efficiently

When to retrieve?

Once

\ Every n tokens

Every n tokens

47



Summary

What do retrieve? How to use retrieval? When to retrieve?

REALM (Guu et al 2020) Text chunks Input layer Once

Retrieve-in-context LM (Shi et al

2023, Ram et al 2023) nput layer

Text chunks Every n tokens

RETRO (Borgeaud et al. 2021) Text chunks Fvery n tokens

lﬁ) Can use many blocks, more frequently, more efficiently

i’ Additional complexity; Can’t be used without training (more in section 4)
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REALM (Guu et al 2020)

Retrieve-in-context LM (Shi et al
2023, Ram et al 2023)

RETRO (Borgeaud et al. 2021)

Summary

What do retrieve?

Text chunks
Text chunks

Text chunks

What else?

| =

A

How to use retrieval?

Input layer

Input layer

Intermediate layers

When to retrieve?

Once

Every n tokens

Every n tokens
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KNIN-LM (Khandelwal et al. 2020)

Khandelwal et al. 2020. “Generalization through Memorization: Nearest Neighbor Language Models”
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KNIN-LM (Khandelwal et al. 2020)

A different way of using retrieval, where the LM outputs a
nonparametric distribution over every token in the data.

Khandelwal et al. 2020. “Generalization through Memorization: Nearest Neighbor Language Models”

49



KNIN-LM (Khandelwal et al. 2020)

A different way of using retrieval, where the LM outputs a
nonparametric distribution over every token in the data.

/ Can be seen as an incorporation in the “output” layer

Khandelwal et al. 2020. “Generalization through Memorization: Nearest Neighbor Language Models”
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Test Context
€T

Target

Obama’s birthplace is

KNIN-LM (Khandelwal et al. 2020)
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KNIN-LM (Khandelwal et al. 2020)

Classification

prm(y)

Test Context Target Representation
T q=f(z)
Obama’s birthplace is ? C.OQ.D

Hawaii
lllinois

0.2
0.2
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KNIN-LM (Khandelwal et al. 2020)

... Obama was senator for lllinois from 1997 to
2005, .... Barack is Married to Michelle and their
first daughter, ... Obama was born in Hawaii, and
graduated from Columbia University. ... Obama is a
native of Hawaii, ....

Test Context Target Representation
T q=f(z)
Obama’s birthplace is ? C‘OO@
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KNIN-LM (Khandelwal et al. 2020)

Training Contexts Targets
Ci Ui ... Obama was senator for lllinois from 1997 to
Obama was senator for | llinois 2005, ... Barack is Married to M|ch§||e and Fhew
. . . first daughter, ... Obama was born in Hawaii, and
Barack is married to | Michelle . . . .
Ob R el graduated from Columbia University. ... Obama is a
ama was oorn I Hawall native of Hawaii, ....
Obama is a native of | Hawaii
Test Context Target Representation
T q=f(z)
Obama’s birthplace is ? C’OQ.D

52



KNIN-LM (Khandelwal et al. 2020)

The size of the datastore = # of tokens in the corpus (>1B)

Training Contexts Targets
Ci Ui ... Obama was senator for lllinois from 1997 to
Obama was senator for | llinois 2005, ... Barack is Married to M|ch§||e and Fhew
. . . first daughter, ... Obama was born in Hawaii, and
Barack is married to | Michelle . . . .
Sbama wes borminl Hawaii graduated from Columbia University. ... Obama is a
native of Hawaii, ....
Obama is a native of | Hawaii
Test Context Target Representation
T q=f(z)
Obama’s birthplace is ? C.QQ.D
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KNIN-LM (Khandelwal et al. 2020)

Training Contexts Targets || Representations
C; V; ki = f(ci)
Obama was senator for | lllinois C“O‘D
Barack is married to | Michelle Ce00O)
Obama was born in | Hawaii @0O00®
Obama is a native of | Hawaii @000
Test Context Target Representation
T q=f(z)
Obama’s birthplace is ? C.QQ.D
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KNIN-LM (Khandelwal et al. 2020)

Training Contexts ’ Targets ,’ Representations
C; L Uy || k= fla)
Obama was senator for} lllinois C‘?Q‘D
Barack is married to { Michelle | Ce00O
Obama was born in § Hawaii @0O00®
Obama is a native of { Hawaii @000
Test Context Representation
T q = f(z)
Obama’s birthplace is ’ C.QQ‘D

Which tokens in a datastore are close to the next token?
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KNIN-LM (Khandelwal et al. 2020)

Training Contexts ; Targets || Representations
C; | Vi ki = f(ci)
! Obama was senator for lllinois C‘?C_D.D
 Barack is married to{ Michelle @ IN)e),
Obama was born in{ Hawaii @0O0®
Obama is a native of| Hawaii @000D)

Test Context Target Representation
T ‘ q = f(z)
Obama’s birthplace is ? @00®

Which tokens in a datastore are close to the next token?

Which prefixes in a datastore are close to the prefix we have?
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KNIN-LM (Khandelwal et al. 2020)

Training Contexts
Cq

Targets
U;

Obama was senator for
Barack is married to
Obama was born in

Obama is a native of

lllinois
Michelle
Hawaii

Hawaii

Test Context
€T

Target

/ Representation "
- q=f(z) |

Obama’s birthplace is

@O0O®

Which tokens in a datastore are close to the next token?

Which prefixes in a datastore are close to the prefix we have?

Which vectors in a datastore are close to the vector we have?
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KNIN-LM (Khandelwal et al. 2020)

Training Contexts Targets || Representations
Ci U; ki = f(ci)
Obama was senator for | lllinois C‘?Q‘D
Barack is married to | Michelle Ce00O)
Obama was born in | Hawaii @0O00®
Obama is a native of | Hawaii @000
Test Context Target Representation
T q=f(z)
Obama’s birthplace is ? C.QQ‘D

Distances
d; = d(q, k;)

4
100
5

+

Which vectors in a datastore are close to the vector we have?
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KNIN-LM (Khandelwal et al. 2020)

Training Contexts Targets || Representations
Ci U; ki = f(ci)
Obama was senator for | lllinois C‘?Q‘D
Barack is married to | Michelle Ce00O)
Obama was born in | Hawaii @0O00®
Obama is a native of | Hawaii @000
Test Context Target Representation
T q=f(z)
Obama’s birthplace is ? C.QQ‘D

Distances
d; = d(q, k;)

4
100
5

3

Nearest k Normalization
p(k;) o< exp(—d;)

Hawaii |3 > Hawaii|0.7
lllinois |4 |~  Illinois |0.2
Hawaii |5 ™ Hawaii | 0.1

+

Which vectors in a datastore are close to the vector we have?
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KNIN-LM (Khandelwal et al. 2020)

Distances
d; = d(q, k;)

Nearest k

4
100
5

3

W

Hawaii
lllinois
Hawaii | 5

N

' vy

Normalization
p(k;) o exp(—d;)

Hawaii
lllinois
Hawaii

0.7
0.2
0.1

Aggr%%ation

PNN(Y) =

[/

Ly=v;p(k;)

Hawaii
lllinois

0.8
0.2

Training Contexts Targets || Representations
Ci U; ki = f(ci)
Obama was senator for | lllinois C“Q‘D
Barack is married to | Michelle Ce00O)
Obama was born in | Hawaii @0O00®
Obama is a native of | Hawaii @000
Test Context Target Representation
T q=f(z)
Obama’s birthplace is ? C.QQ‘D

A
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KNIN-LM (Khandelwal et al. 2020)

Distances
d; = d(q, k;)

4
100
5

3

Nearest k

Hawaii
lllinois
Hawaii

A @

' vy

Normalization
p(k;) o< exp(—d;)

Training Contexts Targets || Representations
C; V; ki = f(ci)
Obama was senator for | lllinois C“O‘D
Barack is married to | Michelle Ce00O)
Obama was born in | Hawaii @0O00®
Obama is a native of | Hawaii @000
Test Context Target Representation
T q=f(z)
Obama’s birthplace is ? C.QQ.D

A

PO [x) o ) I[v = ylsim(k, x)
(k,v)ED

Hawaii |0.7
lllinois [0.2
Hawaii | 0.1

Aggregation
PKNN(Y) = Z 1}/—‘1';7)“’1')

0.8
0.2

Hawaii
lllinois




KNIN-LM (Khandelwal et al. 2020)

Distances
d; = d(q, k;)

4
100
5

3

Nearest k

Hawaii
lllinois
Hawaii

A @

' vy

Normalization
p(k;) o exp(—d;)

Training Contexts Targets || Representations
C; U; ki = f(ci)
Obama was senator for | lllinois C.‘O‘D
Barack is married to | Michelle Ce00O)
Obama was born in | Hawaii @0O00®
Obama is a native of | Hawaii @000
Test Context Target Representation
T q=f(z)
Obama’s birthplace is ? C.OQ.D

A

PO [x) o ) I[v = ylsim(k, x)
(k,v)ED

Hawaii
lllinois
Hawaii

0.7
0.2
0.1

Aggregation
PKNN(Y) = Z 1}/—‘1'57)“’1’)

0.8
0.2

Hawaii
lllinois

sim(k, x) = exp (—d(Enc(k), Enc(x)))




KNIN-LM (Khandelwal et al. 2020)

Distances
d; = d(q, k;)

4
100
5

3

Nearest k

Hawaii
lllinois
Hawaii

A @

' vy

Normalization
p(k;) o< exp(—d;)

Training Contexts Targets || Representations
C; V; ki = f(ci)
Obama was senator for | lllinois C“O‘D
Barack is married to | Michelle Ce00O)
Obama was born in | Hawaii @0O00®
Obama is a native of | Hawaii @000
Test Context Target Representation
Obama’s birthplace is|  ? | @OO®

A

PO [x) o ) I[v = ylsim(k, x)
(k,v)ED

Hawaii |0.7
lllinois [0.2
Hawaii | 0.1

Aggregation
PKNN(Y) = Z 1}/—‘1';7)“’1')

0.8
0.2

Hawaii
lllinois

sim(k, x) = exp (—d(Enc(k), Enc(x)))




KNIN-LM (Khandelwal et al. 2020)

Training Contexts Targets || Representations Distances Nearest k Normalization Aggregation
C; Uy | d; = d(q, k;) p(k;) o< exp(—d;) PKNN(Y) = f ly=v;p(ki)
Obama was senator for | lllinois 4 Hawaii |3 |~ Hawaii|0.7 | % Hawaii | 0.8
Barack is married to | Michelle 100 lllinois (4 ™ lllinois [0.2 74 lllinois | 0.2
Obama was born in | Hawaii 5 | Hawaii |5 —| Hawaii|0.1
Obama is a native of | Hawaii 3
A
Test Context Target Representation

| @50e

Obama’s birthplace is ?

Pinn(y ] X) Z I[lv = ylsim(k, x) sim(k, x) = exp (—d(Enc(k), Enc(x)))
(k,v)ED




KNIN-LM (Khandelwal et al. 2020)

Training Contexts Targets || Representations Distances Nearest k Normalization Aggregation
C; Uy | d; = d(q, k;) p(k;) o< exp(—d;) PKNN(Y) = f ly=v;p(ki)
Obama was senator for | lllinois 4 Hawaii |3 |~ Hawaii|0.7 | % Hawaii | 0.8
Barack is married to | Michelle 100 lllinois (4 ™ lllinois [0.2 74 lllinois | 0.2
Obama was born in | Hawaii 5 | Hawaii |5 —| Hawaii|0.1
Obama is a native of | Hawaii 3
A
Test Context Target Representation

| @50e

Obama’s birthplace is ?

distance function

|

Pinn(y ] X) Z I[lv = ylsim(k, x) sim(k, x) = exp (—d(Enc(k), Enc(x)))
(k,v)ED




KNIN-LM (Khandelwal et al. 2020)

Distances
d; = d(q, k;)

4
100
5

3

Nearest k

Hawaii
lllinois
Hawaii

A @

' vy

Normalization

p(ki) o< exp(—d;)

Training Contexts Targets || Representations
Ci U; ki = f(ci)
Obama was senator for | lllinois C“Q‘D
Barack is married to | Michelle Ce00O)
Obama was born in | Hawaii @0O00®
Obama is a native of | Hawaii @000
Test Context Target Representation
T q=f(z)
Obama’s birthplace is ? C.QQ‘D

A

Hawaii
lllinois

Hawaii

0.7
0.2
0.1

Aggregation
PKNN(Y) = f ly=v;p(k;)

[/

0.8
0.2

Hawaii
lllinois

Classification

prm(y)

|

Later work, e.g., NPM (Min et al. 2023) removed interpolation (more in Section 4)

Hawaii
lllinois

0.2
0.2

Interpolation
P(y)=APNN(Y) + (1= A)pLm(y)

Pian—iv 1) = (1 = HP (v [ x) + AP n (Y | X)

Hawaii | 0.6
lllinois | 0.2
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KNIN-LM (Khandelwal et al. 2020)

Distances
d; = d(q, k;)

4
100
5

3

Nearest k

W

Hawaii
lllinois
Hawaii | 5

N

' vy

Normalization
p(k;) o< exp(—d;)

Hawaii |0.7
lllinois [0.2
Hawaii | 0.1

Aggregation
PkNN(Y) = f ly=v;P(k;)

L

0.8
0.2

Hawaii
lllinois

Training Contexts Targets || Representations
C; Uy ki = f(c)
Obama was senator for | lllinois C‘?Q‘D
Barack is married to | Michelle Ce00O)
Obama was born in | Hawaii @0O00®
Obama is a native of | Hawaii @000
Test Context Target Representation
T q = f(z)
Obama’s birthplace is ? C‘QQ‘D

+

Classification
pLv(Y)

|

0.2
0.2

Hawaii
lllinois

Interpolation
P(y)=APNN(Y) + (1= A)pLm(y)

PanoimO [ x) = (1 = /1 _ .‘ AP N (Y | X)

Later work, e.g., NPM (Min et al. 2023) removed interpolation (more in Section 4)

Hawaii | 0.6
lllinois | 0.2
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KNIN-LM (Khandelwal et al. 2020)

Distances
d; = d(q, k;)

4
100
5

3

Nearest k

W

Hawaii
lllinois
Hawaii | 5

N

' vy

Normalization
p(k;) o< exp(—d;)

Hawaii |0.7
lllinois |0.2
Hawaii | 0.1

Aggrcez%ation

PNN(Y) = 1;1/:1.'\,-]?(1317)

L

Hawaii | 0.8

Training Contexts Targets || Representations
C; V; ki = f(ci)
Obama was senator for | lllinois C‘?Q‘D
Barack is married to | Michelle Ce00O
Obama was born in | Hawaii @0O00®
Obama is a native of | Hawaii @000
Test Context Target Representation
T q = f(z)
Obama’s birthplace is ? @O00®

*

Classification
prv(Y)

llinois | 0.2 | |

Py [x) = (1 = /1 . T /1( \ 4\

Later work, e.g., NPM (Min et al. 2023) removed interpolation (more in Section 4)

0.2
0.2

Hawaii
lllinois

Interpolation
P(y)=APNN(Y) + (1= A)pLm(y)

Hawaii | 0.6
lllinois | 0.2
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KNIN-LM (Khandelwal et al. 2020)

Distances
d; = d(q, k;)

4
100
5

3

Nearest k

W

Hawaii
lllinois
Hawaii | 5

N

' vy

Normalization
p(k;) o< exp(—d;)

Hawaii |0.7
lllinois |0.2
Hawaii | 0.1

Aggrcez%ation

PNN(Y) = 1;1/:1.'\,-]?(1317)

L

Hawaii | 0.8

Training Contexts Targets || Representations
C; V; ki = f(ci)
Obama was senator for | lllinois C‘?Q‘D
Barack is married to | Michelle Ce00O
Obama was born in | Hawaii @0O00®
Obama is a native of | Hawaii @000
Test Context Target Representation
T q = f(z)
Obama’s birthplace is ? @O00®

*

Classification
prv(Y)

llinois | 0.2 | |

Py [x) = (1 = /1 . T /1( \ 4\

Later work, e.g., NPM (Min et al. 2023) removed interpolation (more in Section 4)

A:hyperparameter

0.2
0.2

Hawaii
lllinois

Interpolation
P(y)=APNN(Y) + (1= A)pLm(y)

Hawaii | 0.6
lllinois | 0.2
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KNN-LM - why?

Training contexts

Targets

10/10, would buy this

Item delivered broken. Very

To check the version of PyTorch, you can use
You are permitted to bring a

A group of infections ... one of the

cheap
cheap
torch
torch
torch
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kKNN-LM - why?

Training contexts

Targets

10/10, would buy this

Item delivered broken. Very

To check the version of PyTorch, you can use
You are permitted to bring a

A group of infections ... one of the

cheap
cheap
torch
torch
torch

_bad [
..poor Ly

Dense vector space

10/10, would buy this cheap

® ... affordable

BN o,
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kKNN-LM - why?

Dense vector space

10/10, would buy this cheap

Training contexts Targets ®
10/10, would buy this|cheap ® ®o °
Item delivered broken. Very|cheap o

To check the version of PyTorch, you can use|torch
You are permitted to bring a|torch
A group of infections ... one of the|torch

@ .

- 'tem delivered broken. Very cheap
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KNN-LM - why?

Training contexts

Targets

10/10, would buy this

Item delivered broken. Very

To check the version of PyTorch, you can use
You are permitted to bring a

A group of infections ... one of the

cheap
cheap
torch
torch
torch
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KNN-LM - why?

Training contexts

Targets

10/10, would buy this

Item delivered broken. Very

To check the version of PyTorch, you can use
You are permitted to bring a

A group of infections ... one of the

cheap
cheap
torch
torch
torch
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KNN-LM - why?

Training contexts

Targets

10/10, would buy this

Item delivered broken. Very

To check the version of PyTorch, you can use
You are permitted to bring a

A group of infections ... one of the
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cheap
torch
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KNN-LM - why?

Training contexts

Targets

10/10, would buy this

Item delivered broken. Very

To check the version of PyTorch, you can use
You are permitted to bring a

A group of infections ... one of the

cheap
cheap
torch
torch
torch
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kKNN-LM - why?

Dense vector space

Training contexts Targets ®

10/10, would buy this|cheap ® ® o °
Item delivered broken. Very|cheap ® —
To check the version of PyTorch, you can use|torch

— ‘
.. pregnancy
You are permitted to bring a|torch ® o @

A group of infections ... one of the|torch O
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kKNN-LM - why?

Dense vector space

PyTorch, you can use torch

... machine

Training contexts Targets ® . computer

10/10, would buy this|cheap ® ® o ®
Item delivered broken. Very|cheap o E—
To check the version of PyTorch, you can use|torch

_ ¢
.. pregnancy
You are permitted to bring a|torch ® o o

A group of infections ... one of the|torch O
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kKNN-LM - why?
®

Training contexts

10/10, would buy this

Item delivered broken. Very

To check the version of PyTorch, you can use
You are permitted to bring a

A group of infections ... one of the

cheap
cheap
torch
torch
torch

Dense vector space

PyTorch, you can use torch

... machine

O ...computer
9, A P
O O
o
.. pregnancy
pull . pregnancy |
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kKNN-LM - why?
®

Y Dense vector space

PyTorch, you can use torch

... machine

Training contexts

.. computer

10/10, would buy this|cheap P ®
Item delivered broken. Very|cheap
To check the version of PyTorch, you can use|torch

You are permitted to bring a|torch ® ¢ @

A group of infections ... one of the|torch O

... a group of infections ... torch
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KNN-LM - results

21

20

The lower the better ;4

.g" . —— Wiki-100M
. ——- Wiki-3B
= —¢— KNN-LM (Wiki-100M + kNN)
a 17
16 ~ T T T T T T T e L e
15
14
0.0 0.5 1.0 1.5 2.0 2.5 3.0

Size of datastore (in billions)
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21 No-retrieval LM
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The lower the better

Perplexity

KNN-LM - results
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The lower the better ;4

No-retrieval LM
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e e L e R Lt 30x larger No-retrieval LM
15 KNN-LM
14
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65



KNN-LM - results

21

20

The lower the better ;4

Perplexity
— — — —
on o) ~J Q0

(-
SN

0.0 0.5 1.0

No-retrieval LM

— Wiki-100M
-== Wiki-3B

KNN-LM

1.5

—>— KNN-LM (Wiki-100M + kNN)

2.0 2.5 3.0

Size of datastore (in billions)

Outperforms no-retrieval LM

Better with bigger datastore

30x larger No-retrieval LM
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KNN-LM - results
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to retrieve?

- Chunks
- Tokens

- Others

KNIN-LM (Khandelwal et al. 2020)

to use retrieval?

- Input layer
- Intermediate layers
- Qutput layer

to retrieve?

- Once
- BEvery n tokens (n>1)
- BEvery token
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KNIN-LM (Khandelwal et al. 2020)

to use retrieval? to retrieve?
- Input layer - Once
- Intermediate layers - Every n tokens (n>1)

- Output layer - BEvery token
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to retrieve?

- Chunks
- Tokens
- Others

KNIN-LM (Khandelwal et al. 2020)

to use retrieval? to retrieve?
- Input layer - Once
- Intermediate layers - Every n tokens (n>1)

- Output layer / - Every token
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to retrieve?

- Chunks
- Tokens
- Others

KNIN-LM (Khandelwal et al. 2020)

to use retrieval? to retrieve?
- Input layer - Once
- Intermediate layers - BEvery n tokens (n>1)

- Output layer / - Every token «/
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Summary

What do retrieve? How to use retrieval? When to retrieve?

REALM (Guu et al 2020) Text chunks Input layer Once

Retrieve-in-context LM (Shi et al

2023, Ram et al 2023) Text chunks Input layer Fvery n tokens

RETRO (Borgeaud et al. 2021) Text chunks Intermediate layers Every n tokens

KNN-LM (Khandelwal et al. 2020) Tokens Output layer Fvery token

71



REALM (Guu et al 2020)

Retrieve-in-context LM (Shi et al
2023, Ram et al 2023)

RETRO (Borgeaud et al. 2021)

KNN-LM (Khandelwal et al. 2020)

Summary

What do retrieve?

Text chunks

Text chunks

Text chunks

How to use retrieval?

Input layer

Input layer

{ |Intermediate layers

Output layer

When to retrieve?

Once

Every n tokens

Every n tokens

Every token

71



Summary

What do retrieve? How to use retrieval? When to retrieve?
REALM (Guu et al 2020) L Text chunks | Input layer Once
Retrieve-in-context LM (Shi et al
F K
2023 Ram et al 2023) Text chunks Input layer very n tokens
RETRO (Borgeaud et al. 2021) " Text chunks '\ Intermediate layers Every n tokens
KNN-LM (Khandelwal et al. 2020) ,. Output layer Fvery token

ﬂ) More fine-grained; Can be better at rare patterns & out-of-domain

71



Summary

What do retrieve? How to use retrieval? When to retrieve?

REALM (Guu et al 2020) L Text chunks | Input layer Once
Retrieve-in-context LM (Shi et al

K
2023 Ram et al 2023) Text chunks Input layer Fvery n tokens
RETRO (Borgeaud et al. 2021) " Text chunks '\ Intermediate layers Every n tokens
KNN-LM (Khandelwal et al. 2020) ,. Output layer Fvery token

ﬂ) More fine-grained; Can be better at rare patterns & out-of-domain
Can be very efficient (as long as kNN search is fast)
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Summary

What do retrieve? How to use retrieval? When to retrieve?

REALM (Guu et al 2020) L Text chunks | Input layer Once
Retrieve-in-context LM (Shi et al

K
2023 Ram et al 2023) Text chunks Input layer Fvery n tokens
RETRO (Borgeaud et al. 2021) " Text chunks '\ Intermediate layers Every n tokens
KNN-LM (Khandelwal et al. 2020) ,. Output layer Fvery token

ﬂ) More fine-grained; Can be better at rare patterns & out-of-domain
Can be very efficient (as long as kNN search is fast)

i’ Datastore is expensive in space: given the same data, # text chunks vs. # tokens

71



Summary

What do retrieve? How to use retrieval? When to retrieve?

REALM (Guu et al 2020) L Text chunks | Input layer Once

Retrieve-in-context LM (Shi et al

2023, Ram et al 2023) Input layer Every n tokens

Text chunks

RETRO (Borgeaud et al. 2021) I Text chunks '\ Intermediate layers Every n tokens

KNN-LM (Khandelwal et al. 2020) ,. Output layer Fvery token

ﬂ) More fine-grained; Can be better at rare patterns &out-of-damaio.
Can be very efficient (as long as kNN search is fast| (Wikipedia) 13M vs. 4B |

i’ Datastore is expensive in space: given the same data, # text chunks vs. # tokens

71



Summary

What do retrieve? How to use retrieval? When to retrieve?

REALM (Guu et al 2020) L Text chunks | Input layer Once
Retrieve-in-context LM (Shi et al

K
2023 Ram et al 2023) Text chunks Input layer Fvery n tokens
RETRO (Borgeaud et al. 2021) " Text chunks '\ Intermediate layers Every n tokens
KNN-LM (Khandelwal et al. 2020) ,. Output layer Fvery token

ﬂ) More fine-grained; Can be better at rare patterns & out-of-domain
Can be very efficient (as long as kNN search is fast)

i’ Datastore is expensive in space: given the same data, # text chunks vs. # tokens
No cross attention between input and retrieval results 71



Extensions

What do retrieve? How to use retrieval? When to retrieve?

REALM (Guu et al 2020) Text chunks Input layer Once

Retrieve-in-context LM (Shi et al

2023, Ram et al 2023) Text chunks Input layer Fvery n tokens

RETRO (Borgeaud et al. 2021) Text chunks Intermediate layers Every n tokens

KNN-LM (Khandelwal et al. 2020) Tokens Output layer Fvery token

(2



Extensions

What do retrieve? How to use retrieval? When to retrieve?

REALM (Guu et al 2020) Text chunks Input layer Once

Retrieve-in-context LM (Shi et al

2023, Ram et al 2023) Textchunks Input layer }  Everyntokens

RETRO (Borgeaud et al. 2021) Text chunks Intermediate layers Every n tokens

KNN-LM (Khandelwal et al. 2020) Tokens Output layer '; Fvery token

It's fixed! Can we do adaptively?

(2



Adaptive retrieval for efficiency

Adaptive retrieval of

text chunks

(following retrieve-in-context)

Adaptive retrieval of

tokens
(following kNN-LM)

73



-------

Adaptive retrieval of chunks

- Judge necessity

Input: Generate a summary about Joe Biden.

FLARE (Jiang et al. 2023)

Retrieval (Datastore + Index

II

H IE I IE =E = B B B =B =B =E m 9

Language Model

Jiang et al. “Active Retrieval Augmented Generation”
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Adaptive retrieval of chunks

- Judge necessity

Input: Generate a summary about Joe Biden.

Joe Biden (born November 20, 1942) is the 46th president of the
United States.

Jiang et al. “Active Retrieval Augmented Generation”
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Adaptive retrieval of chunks

- Judge necessity

Input: Generate a summary about Joe Biden.

Joe Biden (born November 20, 1942) is the 46th president of the
United States.

= I am confident!

Jiang et al. “Active Retrieval Augmented Generation”
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Adaptive retrieval of chunks

- Judge necessity

Input: Generate a summary about Joe Biden.

Joe Biden (born November 20, 1942) is the 46th president of the
United States.

= I am confident!

Jiang et al. “Active Retrieval Augmented Generation”
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Adaptive retrieval of chunks

- Judge necessity

Input: Generate a summary about Joe Biden.

Joe Biden (born November 20, 1942) is the 46th president of the
United States. Joe Biden attended the University of Pennsylvania,

where he earned a law degree.

Jiang et al. “Active Retrieval Augmented Generation”
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Adaptive retrieval of chunks

- Judge necessity

Input: Generate a summary about Joe Biden.

Joe Biden (born November 20, 1942) is the 46th president of the
United States. Joe Biden attended the University of Pennsylvania,

where he earned a law degree.

R »

‘-; Unsure...

Jiang et al. “Active Retrieval Augmented Generation”

(7



Adaptive retrieval of chunks

- Judge necessity

Input: Generate a summary about Joe Biden.

Jiang et al. “Active Retrieval Augmented Generation”

R »

&

Joe Biden (born November 20, 1942) is the 46th president of the
United States. Joe Biden attended [mask], where he earned [mask].

Unsure...

783



Adaptive retrieval of chunks

- Judge necessity

FLARE (Jiang et al. 2023)

Retrieval (Datastore + Index

‘
Language Model

-------

Input: Generate a summary about Joe Biden.

Joe Biden (born Novem
United States| Joe 3|o|e

oer 20, 1942) is the 46th president of the

q attended [mask] vvhere he eamed [mask]

R »

&

Jiang et al. “Active Retrieval Augmented Generation”

Unsure...

79



Adaptive retrieval of chunks

- Judge necessity

Input: Generate a summary about Joe Biden.

Siden (born November 20, 1942) is the 46th president of the

: L
. , United States: Joe 3|def1 attended [mask] vvhere he earned [mask]
Retrieval (Datastore + Index) Y = SRR, szt SIS AIAID. oot W

R »

‘; Unsure...

-------

Language Model

Joe Biden

At the University of Delaware in Newark, Biden ...
earned a Bachelor of Arts degree in 1965 with a
double major in history and political science.

Jiang et al. “Active Retrieval Augmented Generation”



e _|earned a Bachelor of Arts ¢

Adaptive retrieval of chunks

- Judge necessity

Input: Generate a summary about Joe Biden.

1
|
]
|
|
]
|
|
]
|
|
]
|
|

Joe Biden

At the University of Delawa

e in Newark, Biden ...

egree in 1965 with a

double major in history anc

oolitical science.

Jiang et al. “Active Retrieval Augmented Generation”

R »

&

Joe Biden (born November 20, 1942) is the 46th president of the

United States. JecEidenattenced-raasic —whoreno-carpec-masids

Unsure...
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Adaptive retrieval of chunks

- Judge necessity

Input: Generate a summary about Joe Biden.

\/

Joe

1
|
]
|
|
]
|
|
]
|
|
]
|
|

Biden (born November 20, 1942) is the 46th president of the

nited States. cec-EBidenatienced-rnas c —whereno-carnecnasio-

e graduated from th

of Arts in history anc

e University of Delaware in 1965 with a

nolitical science.

Joe Biden

At the University of Delaware in Newark, Biden ...
eee.._|€arned a Bachelor of Arts degree in 1965 with a
double major in history and political science.

Jiang et al. “Active Retrieval Augmented Generation”

Bachelor
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Adaptive retrieval of tokens

- Judge necessity

82



Adaptive retrieval of tokens

- Judge necessity

Joe Biden graduated from the University of

Delaware .

82



Adaptive retrieval of tokens

- Judge necessity

retrieve retrieve retrieve retrieve retrieve retrieve retrieve

Joe Biden graduated from the University of Delaware



Adaptive retrieval of tokens

- Judge necessity

retrieve retrieve retrieve retrieve retrieve retrieve retrieve

Joe Biden graduated from the University of Delaware .

retrieve retrieve retrieve retrieve

Joe Biden graduated from the University of Delaware

He et al. 2021. “Efficient Nearest Neighbor Language Models”
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Adaptive retrieval of tokens

- Judge necessity

retrieve retrieve retrieve retrieve retrieve retrieve retrieve

Joe Biden graduated from the University of Delaware .

retrieve retrieve retrieve retrieve

Joe Biden graduated from the University of Delaware

Pian—im [x) = (1 = A))P (v [ x) + AP N [ X)

He et al. 2021. “Efficient Nearest Neighbor Language Models”

82



Adaptive retrieval of tokens

- Judge necessity

retrieve retrieve retrieve retrieve retrieve retrieve retrieve

Joe Biden graduated from the University of Delaware .

retrieve retrieve retrieve retrieve

Joe Biden graduated from the University of Delaware

Pon-in10 = (L2 AQ)Pim(y 120 + 40P (710

A function of the input X
— A=0 if A<y

He et al. 2021. “Efficient Nearest Neighbor Language Models”

82



Adaptive retrieval of tokens

- Use local info

Alon et al. 2022. “Neuro-Symbolic Language Modeling with Automaton-augmented Retrieval”

83



Adaptive retrieval of tokens

- Use local info

Training contexts Targets

At|the
At the|University
At the Universty|of
At the University of|Delaware
At the University of Delawarelin
At the University of Delaware in|Newark

Joe Biden graduated from

Alon et al. 2022. “Neuro-Symbolic Language Modeling with Automaton-augmented Retrieval”



Adaptive retrieval of tokens

- Use local info

. Jraningcontexts | Targets |

At the|University
At the Universty|of
At the University of|Delaware

At the University of Delawarelin
At the University of Delaware in|Newark

retrieve

Joe Biden graduated from  the

Alon et al. 2022. “Neuro-Symbolic Language Modeling with Automaton-augmented Retrieval”

34



Adaptive retrieval of tokens

- Use local info

Training contexts Targets

At the University of|Delaware
At the University of Delawarelin
At the University of Delaware in|Newark

retrieve retrieve

Joe Biden graduated from niversity

Alon et al. 2022. “Neuro-Symbolic Language Modeling with Automaton-augmented Retrieval”



Adaptive retrieval of tokens

- Use local info

Training contexts Targets
At|the

S——. | 9111111574\ 71 -

| ,, ) ' t,thUmversty f -

At the University of|Delaware
At the University of Delawarelin
At the University of Delaware in|Newark

retrleve I”etl”l eve retrleve

Joe Biden graduated from 1 Umversﬂy

Alon et al. 2022. “Neuro-Symbolic Language Modeling with Automaton-augmented Retrieval”



Adaptive retrieval of tokens

- Use local info

Training contexts Targets

At|the
At the|University
AL INE Universtylof |
* At the University of Delawarelin
At the University of Delaware in|Newark

retrieve retrieve retrieve retrieve

Joe Biden graduated from the University of Delaware.

Alon et al. 2022. “Neuro-Symbolic Language Modeling with Automaton-augmented Retrieval”



Adaptive retrieval of tokens

- Use local info

. Jraningcontexts | Targets |

At the|University
At the Universty|of
At the University of|Delaware

At the University of Delawarelin
At the University of Delaware in|Newark

retrieve

Joe Biden graduated from  the

Alon et al. 2022. “Neuro-Symbolic Language Modeling with Automaton-augmented Retrieval”
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Adaptive retrieval of tokens

- Use local info

Training contexts Targets

At|the
At the|University
At the Universty|of
At the University of|Delaware
At the University of Delawarelin
At the University of Delaware in|Newark

4> pointer

retrive p_nter

Joe Biden graduated from niversity

Alon et al. 2022. “Neuro-Symbolic Language Modeling with Automaton-augmented Retrieval”



Adaptive retrieval of tokens

- Use local info

Training contexts Targets

At|the
At the|University
At the Universty|of
At the University of|Delaware
At the University of Delawarelin
At the University of Delaware in|Newark

&> pointer

retrieve pointer  pointer

Joe Biden graduated from niversiy

Alon et al. 2022. “Neuro-Symbolic Language Modeling with Automaton-augmented Retrieval”



Adaptive retrieval of tokens

- Use local info

Training contexts Targets

At|the
At the|University
At the Universty|of
At the University of|Delaware
At the University of Delawarelin
At the University of Delaware in|Newark

retrieve pointer pointer  pointer

Joe Biden graduated from the University of Delaware.

Alon et al. 2022. “Neuro-Symbolic Language Modeling with Automaton-augmented Retrieval”



Adaptive retrieval of tokens

- Use local info

Training contexts Targets

At|the
At the|University
At the Universty|of
At the University of|Delaware
At the University of Delawarelin
At the University of Delaware in|Newark

&) pointer

retrieve pointer  pointer  pointer

Joe Biden graduated from the University of Delaware.

Retrieve once, and save other searches!

Alon et al. 2022. “Neuro-Symbolic Language Modeling with Automaton-augmented Retrieval”



Summary

What do retrieve? How to use retrieval? When to retrieve?
REALM (Guu et al 2020) Text chunks Input layer Once
Retrieve-in-context LM (Shi et al
2023 Ram et al 2023) Text chunks Input layer Every n tokens
RETRO (Borgeaud et al. 2021) Text chunks Intermediate layers Every n tokens
KNN-LM (Khandelwal et al. 2020) Tokens Output layer Fvery token

Every n tokens

FLARE (Jiang et al. 2023) Text chunks Input layer (adaptive)

Every n tokens
(adaptive)

Adaptive KNN-LM (He et al 2021,
Alon et al 2022, etc)

Tokens Output layer




REALM (Guu et al 2020)

Retrieve-in-context LM (Shi et al
2023, Ram et al 2023)

RETRO (Borgeaud et al. 2021)
KNN-LM (Khandelwal et al. 2020)

FLARE (Jiang et al. 2023)

Adaptive KNN-LM (He et al 2021,
Alon et al 2022, etc)

.{_’] More efficient

Summary

What do retrieve?
Text chunks

Text chunks
Text chunks

Tokens

Text chunks

Tokens

How to use retrieval?
Input layer

Input layer
Intermediate layers

Output layer

Input layer

Output layer

When to retrieve?
Once

Every n tokens
Every n tokens
Every token

Every n tokens
(adaptive)

Every n tokens
(adaptive)
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REALM (Guu et al 2020)

Retrieve-in-context LM (Shi et al
2023, Ram et al 2023)

RETRO (Borgeaud et al. 2021)
KNN-LM (Khandelwal et al. 2020)

FLARE (Jiang et al. 2023)

Adaptive KNN-LM (He et al 2021,
Alon et al 2022, etc)

.{_’] More efficient

Summary

What do retrieve? How to use retrieval? When to retrieve?
Text chunks Input layer Once
Text chunks Input layer Fvery n tokens
Text chunks Intermediate layers Every n tokens
Tokens Output layer Fvery token
Every n tokens
Text chunks Input layer .
P 4 (adaptive)
Fvery n tokens
Tokens Output layer 4

(adaptive)

i’ Decision may not always be optimal
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REALM (Guu et al 2020)

Retrieve-in-context LM (Shi et al
2023, Ram et al 2023)

RETRO (Borgeaud et al. 2021)

KNN-LM (Khandelwal et al. 2020)
FLARE (Jiang et al. 2023)

Adaptive kKNN-LM (He et al 2021,
Alon et al 2022, etc)

Summary

, What do retrieve?

Text chunks

Text chunks
Text chunks

Tokens

Text chunks

Tokens

How to use retrieval?

Input layer
Input layer
Intermediate layers

Output layer

Input layer

Output layer

What else beyond text chunks and tokens?

When to retrieve?

Once
Fvery n tokens
Every n tokens

Fvery token

Every n tokens
(adaptive)

Fvery n tokens
(adaptive)
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Entities as Experts (Fevry et al. 2020)
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Entities as Experts (Fevry et al. 2020)

Darwin River Dam

94



Entities as Experts (Fevry et al. 2020)

Darwin River Dam

ON

THE ORIGIN OF SPECIES

BY MEANS OF NATURAL SELECTION,

OR THE

PRESERVATION OF FAVOURED RACES IN THE STRUGGLE
FOR LIFE.
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Entities as Experts (Fevry et al. 2020)

Darwin River Dam

Dense vector space

ON

THE ORIGIN OF SPECIES

BY MEANS OF NATURAL SELECTION,

OR THE

PRESERVATION OF FAVOURED RACES IN THE STRUGGLE
FOR LIFE.
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Entities as Experts (Fevry et al. 2020)

United Kingdom

Transformer Layers

SN S S ST S

A A A A A A

R R S
Transformer Layers

SN S S SR S

[Charles Darwin] was born in [MASK] ...

Fevry et al. 2020. “Entities as Experts: Sparse Memory Access with Entity Supervision”



Entities as Experts (Fevry et al. 2020)

United Kingdom

?
Charles Darwin
f ¥
e S, :___
Entity Memory Transformer Layers
QOO N SR S N SN

United Kingdom

ao | 77T
Darwin River CQ O) O)

s

Charles Darwin | :
I S D S S S

(O (J O) Transformer Layers
Origin of Species t A 4 4 4 A

[Charles Darwin] was born in [MASK] ...

Fevry et al. 2020. “Entities as Experts: Sparse Memory Access with Entity Supervision”



Entltles as Experts (Fevry et al. 2020)

| (Wlklpedla) : United Kingdom
| chunks: 13 millions | \ °
, tokens: 4 billions harles Darwin P
entltles 6 m|II|ons t :
I S R S b
Entity Memory Transformer Layers
QOO0 A N SN S S

United Kingdom

ao | 77T
Darwin River CQ O) O)

5 o ;

Charles Darwin | :
I D T S R

(O (J O) Transformer Layers
Origin of Species t A 4 4 4 A

[Charles Darwin] was born in [MASK] ...

Fevry et al. 2020. “Entities as Experts: Sparse Memory Access with Entity Supervision”



Entltles as Experts (Fevry et al. 2020)

| (Wlklpedla) : United Kingdom
| chunks: 13 millions | \ °
, tokens: 4 billions harles Darwin P
entltles 6 m|II|ons t s
I S .
Entity Memory Transformer Layers
QOO A S S SN

United Kingdom

ao | 77T
Darwin River CQ O) O)

o ;

Need text with

entity detected o l .
B R T T
000 Transformer Layers
Origin of Species f $ * f f f

[Charles Darwin] was born in [MASK] ...

Fevry et al. 2020. “Entities as Experts: Sparse Memory Access with Entity Supervision”



Entltles as Experts (Fevry et al. 2020)

(Wlklpedla) : United Kingdom
| chunks: 13 millions | \ °
, tokens: 4 billions harles Darwin P
entltles 6 m|II|ons t s
I S .
Entity Memory Transformer Layers
QOO A S S SN

United Kingdom

ao | 77T
Darwin River (Q O) O)

o ;

Need text with

entity detected o l '
B R T T
000 Transformer Layers
Origin of Species f $ * f f f

[Charles Darwin] was born in [MASK] ...
Need entity linker

Fevry et al. 2020. “Entities as Experts: Sparse Memory Access with Entity Supervision”



Mention Memory (de Jong et al. 2022)

One vector per entity = One vector per entity mention

de Jong et al. 2022. “Mention Memory:
incorporating textual knowledge into Transformers through entity mention attention”
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Mention Memory (de Jong et al. 2022)

One vector per entity = One vector per entity mention

TOMEBlock x L

...... MentionMemory Transformerslock s
A - MemKey MemvValue -
- [Perseus] was a great Greek hero ... ——> : ( H H } D { ” H ] { H } E
Perseus was a great [Greek] hero ... —> : i :
. F i MemoryAttentionLayer
: ... [Medusa] was slain by Perseus  =——= [ ] [ ) |} [ fooiriciiiiiisiisseem s R e eeeas :

. ... Medusa was slain by [Perseus] : = = DDD D [ H I ][ | } D

: [H Simpson]is a fictional character ..

:.........-............-..................: s sSssSEsSEsssssssssnss ’
f ) InitialTransformerBlock

What is the [nationality] of the [hero] who killed [Medusa]?

de Jong et al. 2022. “Mention Memory:
incorporating textual knowledge into Transformers through entity mention attention”



Mention Memory (de Jong et al. 2022)

One vector per entity = One vector per entity mention

TOMEBlock x L

MentionMemory

R A ¢ TransformerBlock
MemKey MemValue
. [Perseus] was a great Greek hero ... R E ( H H } D { ” H ] { H } E
Perseus was a great [Greek] hero ... -—>- : i :
. F i MemoryAttentionLayer
. .. [Medusa] was slain by Perseus  =—— [[7] [ |1 [ fiiiiciisescnieiiniieeenns Fororreormeemeannanns
. ... Medusa was slain by [Perseus] ——> | D D D D [ H H ] { | | } D
: [H Simpson] is a fictional character.i— [ ] | )
S NN EEEEEEEEEEEEEEEEEEEEEEEE R saas ﬁ ................. I ) InitialTransformerBlock

What is the [nationality] of the [hero] who killed [Medusa]?

de Jong et al. 2022. “Mention Memory:
incorporating textual knowledge into Transformers through entity mention attention”



Mention Memory (de Jong et al. 2022)

(Wikipedia) | , . .
chunks: 13M  pPEr entlty — One vector per entlty mention
tokens: 4B ;f
| entities: oM ‘ mrsassssssasssssEasssEEEssRERRann T OMEBlOCkXL
ei ei O MentionMemory . TransformerBlock .

T[PerseUSJWasareatGreekhero...j——% H J J D { M [T] { H J E

- Perseus was a great [GreekK] hero ... e :
- : 3 F r_' i MemoryAttentionLayer
: ... [Medusa] was slain by Perseus  :——> [ e WS

ﬂ - T | $
- ... Medusa was slain by [Perseus] — n : D D D D { H [ ] { } ‘ } D
[H Simpson] is a fictional character .. | |

-............-...........................l: 558880 ssssssssssssssss J
f InitialTransformerBlock
J

What is the [nationality] of the [hero] who killed [Medusa]?

de Jong et al. 2022. “Mention Memory:
incorporating textual knowledge into Transformers through entity mention attention”



Summary

What do retrieve? How to use retrieval? When to retrieve?

REALM (Guu et al 2020) Text chunks Input layer Once
Retrieve-in-context LM (Shi et al
2023 Ram et al 2023) Text chunks Input layer Fvery n tokens
RETRO (Borgeaud et al. 2021) Text chunks Intermediate layers Fvery n tokens
KNN-LM (Khandelwal et al. 2020) Tokens Output layer Fvery token

. Every n tokens
FLARE (Jiang et al. 2023) Text chunks Input layer (adaptive)
Adaptive kNN-LM (He et al 2021, Tokens Output laver Fvery n tokens
Alon et al 2022, etc) P Y (adaptive)

EEntities as Experts (Fevry et al.
1 2020), Mention Memory (de Jong
et al. 2022)

Entities or entity

. Intermediate layers  Every entity mentions
mentions {
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Summary

What do retrieve? How to use retrieval? When to retrieve?

REALM (Guu et al 2020) Text chunks Input layer Once
Retrieve-in-context LM (Shi et al
2023 Ram et al 2023) Text chunks Input layer Fvery n tokens
RETRO (Borgeaud et al. 2021) Text chunks Intermediate layers Fvery n tokens
KNN-LM (Khandelwal et al. 2020) Tokens Output layer Fvery token

. Every n tokens
FLARE (Jiang et al. 2023) Text chunks Input layer (adaptive)
Adaptive kNN-LM (He et al 2021, Tokens Output laver Fvery n tokens
Alon et al 2022, etc) P Y (adaptive)

EEntities as Experts (Fevry et al.
1 2020), Mention Memory (de Jong
et al. 2022)

Entities or entity

. Intermediate layers  Every entity mentions
mentions {
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(b Most effective for entity-centric tasks & space-efficient



Summary

What do retrieve? How to use retrieval? When to retrieve?

REALM (Guu et al 2020) Text chunks Input layer Once
Retrieve-in-context LM (Shi et al
2023 Ram et al 2023) Text chunks Input layer Fvery n tokens
RETRO (Borgeaud et al. 2021) Text chunks Intermediate layers Fvery n tokens
KNN-LM (Khandelwal et al. 2020) Tokens Output layer Fvery token

. Every n tokens
FLARE (Jiang et al. 2023) Text chunks Input layer (adaptive)

Adaptive kKNN-LM (He et al 2021,
Alon et al 2022, etc)

Every n tokens
Tokens Output layer (adaptive)

P - P - LT - - - -~ 4 - PR - s o - - )
70 V3 T R W PRIV SRR S e E gl ce e e s ce e — g E VW IOV . D AT - T P DD O B <« — g E i e g s co e <&
)

EEntities as Experts (Fevry et al.
1 2020), Mention Memory (de Jong
et al. 2022)

Entities or entity
mentions

_poama o e o Ao o o . _posma
== v - = i —

Intermediate layers  Every entity mentions

yosmas - o~ P T T - . L sasa
- E - =" A7 - B - 3 -—

=

(b Most effective for entity-centric tasks & space-efficient I‘ Additional entity detection required
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Summary

What do retrieve? How to use retrieval? When to retrieve?

REALM (Guu et al 2020) Text chunks Input layer Once
Retrieve-in-context LM (Shi et al
2023 Ram et al 2023) Text chunks Input layer Every n tokens
RETRO (Borgeaud et al. 2021) Text chunks Intermediate layers Fvery n tokens
KNN-LM (Khandelwal et al. 2020) Tokens Output layer Fvery token

. Every n tokens
FLARE (Jiang et al. 2023) Text chunks Input layer (adaptive)
Adaptive kNN-LM (He et al 2021, Tokens Output laver Every n tokens
Alon et al 2022, etc) P Y (adaptive)

Entities as Experts (Fevry et al.
2020), Mention Memory (de Jong
et al. 2022)

Entities or entity

. Intermediate layers Every entity mentions
mentions

All models retrieve from the external text
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Summary

What do retrieve? How to use retrieval? When to retrieve?

REALM (Guu et al 2020) Text chunks Input layer Once
Retrieve-in-context LM (Shi et al
2023 Ram et al 2023) Text chunks Input layer Every n tokens
RETRO (Borgeaud et al. 2021) Text chunks Intermediate layers Fvery n tokens
KNN-LM (Khandelwal et al. 2020) Tokens Output layer Fvery token

. Every n tokens
FLARE (Jiang et al. 2023) Text chunks Input layer (adaptive)
Adaptive kNN-LM (He et al 2021, Tokens Output laver Every n tokens
Alon et al 2022, etc) P Y (adaptive)

Entities as Experts (Fevry et al.
2020), Mention Memory (de Jong
et al. 2022)

Entities or entity

. Intermediate layers Every entity mentions
mentions

All models retrieve from the external text
What else can we do with these models?

100



Retrieval for long-range LM

Wu et al. 2022. Memorizing Transformers (Figure source)
Bertsch et al. 2023. Unlimiformer: Long-Range Transformers with Unlimited Length Input
Rubin & Berant. 2023. Long-range Language Modeling with Self-retrieval 101



Retrieval for long-range LM

output predictions |the| [cat| | in | |the| [hat| | to
A & % % & &
softmax
( local attention + FFN W
... more layers ...
A 4 4 A4 4 »
L L A 4 A A
local attention + FFN
... more layers ...
A 4 A A 4 4
L L A 4 LA A
local attention + FFN
f embedding layer
A 4 & 4 & a
input tokens [said| |the| |cat| | in | |the| [hat

Wu et al. 2022. Memorizing Transformers (Figure source)
Bertsch et al. 2023. Unlimiformer: Long-Range Transformers with Unlimited Length Input
Rubin & Berant. 2023. Long-range Language Modeling with Self-retrieval
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Retrieval for long-range LM

output predictions |the| [cat| | in | |the| [hat| | to

2 4 & & & &

softmax

local attention + FFN

A X X 2 &2 =&

A & % & & %

_ kNN attention _
k nearest neighbor lookup. ]—} kNN & local attention + FFN
A Y 4 4 4 & x x x 3
external memory: cached (key, value) pairs 4466 local context

- ... more layers ...
Will be added to
external memory 4 4 4 4 4 4
after the current
fraining step. A A A A A A

local attention + FFN

embedding layer B
4 & X 2 a2 2a

input tokens ([said| |the| |cat| | in | |the| [hat

Wu et al. 2022. Memorizing Transformers (Figure source)
Bertsch et al. 2023. Unlimiformer: Long-Range Transformers with Unlimited Length Input
Rubin & Berant. 2023. Long-range Language Modeling with Self-retrieval 100



Retrieval for long-range LM

output predictions

Datastore is based on “input”
(instead of external text corpus)

: kNN attention
k nearest neighbor lookup.
-~ A A 2
external memory: cached (key, value) pairs " &<

Wu et al. 2022. Memorizing Transformers (Figure source)
Bertsch et al. 2023. Unlimiformer: Long-Range Transformers with Unlimited Length Input
Rubin & Berant. 2023. Long-range Language Modeling with Self-retrieval

Will be added to

external memory

after the current
fraining step.

input tokens

the | |cat In the | |hat to
A 42 & & & &
softmax

local attention + FFN

A A &2 & & 3

A & % &

A

kNN & local attention + FFN

A+

4 4 2 x x 3

local context

... more layers ...

A A 4 A 4 4

A & & & & &

local attention + FFN

embedding layer
A & & & & a
said| |the| |cat In the | |hat
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Retrieval for long-range LM

output predictions |the| |cat| [ in | |[the| |hat| | to

A & % % & &

softmax

p -

Datastore is based on “input” 1 .
ocal attention + FFN
(instead of external text corpus) e S S

§NN attention (=== 1} kNN search incorporated in

k nearest neighbor lookup. kNN & local attention + FFN i .
) A A A A T r—— S ——— ————— the attention Iayer
external memory: cached (key, value) pairs '_ &< iocal context

Will be added to ... more layers ...

external memory 4 4 4 4 4 4
after the current
tramning step. A A A A A A

local attention + FFN

embedding layer J
4 & X 2 a2 2a

input tokens ([said| |the| |cat| | in | |the| [hat

Wu et al. 2022. Memorizing Transformers (Figure source)
Bertsch et al. 2023. Unlimiformer: Long-Range Transformers with Unlimited Length Input
Rubin & Berant. 2023. Long-range Language Modeling with Self-retrieval 100



Retrieval for long-range LM

Input Tokens

------

COO/

R S 5 9 0 9 9
0 O 0 O 0 0 0 00 N
—p

L Feed Forward J

~aneal Atta "‘|'H|” .

A

[ Feed Forward ]

------

Wu et al. 2022. Memorizing Transformers
Bertsch et al. 2023. Unlimiformer: Long-Range Transformers with Unlimited Length Input
Rubin & Berant. 2023. Long-range Language Modeling with Self-retrieval (Figure source) 103



Retrieval for long-range LM

Input Tokens
Uepgr?e_ccidgr ______
E :l [ Feed Florward J \:
| [ownieacom e "1+ Chunked Cross Attention

e s e e el e e e e e

T N R R R R O R R O O O O R W W R W W W W W W W e e e

------

Wu et al. 2022. Memorizing Transformers
Bertsch et al. 2023. Unlimiformer: Long-Range Transformers with Unlimited Length Input
Rubin & Berant. 2023. Long-range Language Modeling with Self-retrieval (Figure source) 104



Retrieval for long-range LM

Input Tokens
| ' Upper Decoder -
) &1 A ~ /
A 4 \ /
E : [ Feed Forward ] : ,/
1 G2 E | | I
5 T .
' : I
q : A ! !
e [y [Chunked Cross Attentionl I t i |
= v | ! !
P v QT I [ |
L H . | |
1 C4 H : [ Causal Attention J : I :
' |
1 — : \ |
: X \ + {( Niayers | !
1 Cs d : B 2 | :
i '  Lower Decoder : |
i E P \ |
: Cs | : { \ | |
- [ Feed Forward J : ! |
| ' | I ,’ ~
: C7 : | | : . I
! - ’ ' | L : : |
; Vo [ Causal Attention J I ! Bi-directional . E I
! ol ! ! Attention : : I
| Cs : ,_ I X X
: E =1 ' |
g, it Ry '
| Vo \ /
y 69 ' \ ) /
N \ Retriever 7
L ! ~ - P

—— —
S TR R SRR R R SRR SRR SRR SRR SRR B SRR SRR SRR SRR SRR SRR SR SRR SRR SRR SRR SRR R R SRR SRR SRR SRR SRR SRR e e

Wu et al. 2022. Memorizing Transformers
Bertsch et al. 2023. Unlimiformer: Long-Range Transformers with Unlimited Length Input
Rubin & Berant. 2023. Long-range Language Modeling with Self-retrieval (Figure source) 105



Retrieval for long-range LM

Input Tokens
o B Uepzf?;cedzf]‘l ______ D e T T .
' /7 ~ 7’ N\
/ \ / N
; : [ Feed Forward ] : ,’ Encoded neighbors \
1 G2 E | | I g \
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i [ N J o : a similarity score
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Wu et al. 2022. Memorizing Transformers
Bertsch et al. 2023. Unlimiformer: Long-Range Transformers with Unlimited Length Input
Rubin & Berant. 2023. Long-range Language Modeling with Self-retrieval (Figure source) 105



Retrieval for long-range LM

[ Causal Attention J

l” \"

' '

' I

: :

Bi-directional ' !
I

Attention ! E

: :
\

T ———— - —————————————

Input Tokens Top-k nearest neighbor search
| ' Upper Decoder _ -
) €1 : A S 7
. / \ /7
E : [ Feed Forward ] : ,’
1 G2 E | I |
o T : |
0 : K : | |
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Wu et al. 2022. Memorizing Transformers
Bertsch et al. 2023. Unlimiformer: Long-Range Transformers with Unlimited Length Input
Rubin & Berant. 2023. Long-range Language Modeling with Self-retrieval (Figure source) 106



Retrieval for long-range LM

Input Tokens :
i Fed into CCA
| ' Upper Decoder T T T T m e e mm e mmm e mmmm————— - - _
o Lo 1T T N / RN
/ \ / \
I | / H
iy Lo ]y 7 Erooded neighbors churk \
) r i
1 i
R |
GO 1
B v I
| L
|
|
|

[ Feed Forward J

\
|
I ” ~
| .’ \=
| : I
’ | . ;
o . ,
[ Causal Attention J I Bi-directional . :
* ]
| Attention : :
”'Li'.'t"'- : :
X ’;) : ' K

—— —
S TR R SRR R R SRR SRR SRR SRR SRR B SRR SRR SRR SRR SRR SRR SR SRR SRR SRR SRR SRR R R SRR SRR SRR SRR SRR SRR e e
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Wu et al. 2022. Memorizing Transformers
Bertsch et al. 2023. Unlimiformer: Long-Range Transformers with Unlimited Length Input
Rubin & Berant. 2023. Long-range Language Modeling with Self-retrieval (Figure source) 107



Summary

What do retrieve? How to use retrieval? When to retrieve?
REALM (Guu et al 2020) Text chunks Input layer Once
Retrieve-in-context LM (Shi et al
2023 Ram et al 2023) Text chunks Input layer Every n tokens
RETRO (Borgeaud et al. 2021) Text chunks Intermediate layers Fvery n tokens
KNN-LM (Khandelwal et al. 2020) Tokens Output layer Fvery token

Every n tokens

FLARE (Jiang et al. 2023) Text chunks Input layer (adaptive)

Adaptive kKNN-LM (He et al 2021,
Alon et al 2022, etc)

Every n tokens

Tokens Output layer (adaptive)

Entities as Experts (Fevry et al.
2020), Mention Memory (de Jong
et al. 2022)

Entities or entity

. Intermediate layers Every entity mentions
mentions

Wu et al. 2022, Bertsch et al. 2023, BRI ¥eialal <X idel11 ntermediate lavers Once or every n
Rubin & Berant. 2023 the input 4 tokens
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Wrapping up
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Wrapping up

How to use When to
retrieval? retrieve?
l l REALM (Guu et al. 2020)
What to » Text chunks > Input layer » Once

retrieve? i
etrieve (concatenation)

\ , Every n tokens

Retrieve-in-context
(Ram et al. 2023, Shi et al. 2023)
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Wrapping up

How to use When to
retrieval? retrieve?
l l REALM (Guu et al. 2020)
What to » Text chunks » |Input layer » Once

retrieve? |
(concatenation)

\ , Every n tokens

Retrieve-in-context
(Ram et al. 2023, Shi et al. 2023)

More frequent retrieval = better in performance, but slower
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Wrapping up

How to use When to
retrieval? retrieve?
l l REALM (Guu et al. 2020)
What to » Text chunks > Input layer » Once

retrieve? |
(concatenation)

\ , Every n tokens

Retrieve-in-context

Intermediate layers (Ram et al. 2023, Shi et al. 2023)
(soft incorporation)

RETRO (Borgeaud et al. 2022)
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Wrapping up

How to use When to
retrieval? retrieve?
l l REALM (Guu et al. 2020)
Wh?t to » Text chunks » |Input layer » Once
retrieve? .
(concatenation)
\ , Every n tokens
" | Retrieve-in-context
Intermediate layers (Ram et al. 2023, Shi et al. 2023)
(soft incorporation)
RETRO (Borgeaud et al. 2022)
out layer: Simple but can be slower
termediate layers: More complex (need training) but can be designed to be more efficient
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Wrapping up

How to use When to
retrieval? retrieve?
l l REALM (Guu et al. 2020)
What to » Text chunks > Input layer » Once

retrieve? |
(concatenation)

\ \ , Every n tokens

Tokens Retrieve-in-context

KNN-LM (Khandelwal et al. 2020) g{tﬁtmig'raggrftygs (Ram et al. 2023, Shi et al. 2023)

RETRO (Borgeaud et al. 2022)
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Wrapping up

How to use When to
retrieval? retrieve?
l l REALM (Guu et al. 2020)
Wh?t to » Text chunks » Input layer » Once
retrieve?
(concatenation)
\ \ \ » Every n tokens
Tokens nt diate Retrieve-in-context
KNN-LM (Khandelwal et al. 2020) ntefmediate 1layers (Ram et al. 2023, Shi et al. 2023)

(soft incorporation)

RETRO (Borgeaud et al. 2022)

ext blocks: Datastore can be space-efficient, more computation
okens: More fine-grained, compute-efficient, but datastore can be space-expensive
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Wrapping up

How to use When to
retrieval? retrieve?
l l REALM (Guu et al. 2020)
Wh?t to » Text chunks » |Input layer » Once
retrieve?
(concatenation)
\ \ \ » Every n tokens
Tokens nt diate Retrieve-in-context
KNN-LM (Khandelwal et al. 2020) Nermeaiate 1ayers (Ram et al. 2023, Shi et al. 2023)
(soft incorporation)
. Adaptivel
Adaptively \ RETRO (Borgeaud et al. 2022) P y\
He et al. 2021, Alon et al. 2022 Jiang et al. 2023

Adaptive retrieval can improve efficiency
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Wrapping up

Fevry et al. 2020,
de Jong et al. 2021

N How to use When to
tEtﬂtltleS gr retrieval? retrieve?
SHTH IERtons | | REALM (Guu et al. 2020)
Wh?t to » Text chunks » Input layer » Once
retrieve?
(concatenation)
\ \ \ » Every n tokens
Tokens nt diate Retrieve-in-context
KNN-LM (Khandelwal et al. 2020) Nermeaiate 1ayers (Ram et al. 2023, Shi et al. 2023)
(soft incorporation)
. Adaptivel
Adaptively \ RETRO (Borgeaud et al. 2022) P y\
He et al. 2021, Alon et al. 2022 Jiang et al. 2023

Fntities or entity mentions instead of every token or chunk
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Wrapping up

Fevry et al. 2020,
de Jong et al. 2021

N How to use When to
tEtﬂtltleS gr retrieval? retrieve?
enNtty mentions
/ l | REALM (Guu et al. 2020)
Wh?t to » Text chunks » Input layer » Once
retrieve?
(concatenation)
\ \ \ » Every n tokens
Tokens nt diate Retrieve-in-context
KNN-LM (Khandelwal et al. 2020) Nermeaiate 1ayers (Ram et al. 2023, Shi et al. 2023)
(soft incorporation)
. Adaptivel
Adaptively \ RETRO (Borgeaud et al. 2022) P y\
He et al. 2021, Alon et al. 2022 Jiang et al. 2023

Retrieve its own input

Wu et al. 2022, Bertsch et al. 2023, Rubin & Brent, 2023

We can use a similar approach for long-sequence modeling
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Wrapping up

Extend to use

. . . . lzcard et al. 2022
Verga et al. 2020 .__fact triples (not covered in this section)
Use encoder-decoder to scale
Févry et al. 2020, # of chunks to process
de Jong et al. 2021
N J How to use When to K
tEtﬂtltleS gr retrieval? retrieve?
N men N
ShHLtY Mentions l l REALM (Guu et al. 2020)
Wh?t to » Text chunks » Input layer » Once
retrieve?
(concatenation)
\ \\ \ , Every n tokens
Tokens nt diate Retrieve-in-context
KNN-LM (Khandelwal et al. 2020) ntefrmediate 1layers (Ram et al. 2023, Shi et al. 2023)

(soft incorporation)

. Adaptivel
Adaptively \ \ RETRO (Borgeaud et al. 2022) Y

He et al. 2021, Alon et al. 2022~ Minetal. 2023 o | Jiang et al. 2023
Removing interpolation Retrieve Its own input

Drozdov et al. 2022

Soft adaptation for
better expressivity

Wu et al. 2022, Bertsch et al. 2023, Rubin & Brent, 2023
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Wrapping up

Extend to use
. |zcard et al. 2022
Verga et al. 2020 fact triples
Use encoder-decoder to scale

Févry et al. 2020, # of chunks to process

de Jong et al. 2021

N J How to use When to K
tEtﬂt'tleS Sr retrieval? retrieve?
entity mentions l l REALM (Guu et al. 2020)
Wh?t 0, fextchunks > Input layer > Once
retrieve?

(concatenation)

\ \_. Every n tokens

Tokens nt diate | Retrieve-in-context
KNN-LM (Khandelwal et al. 2020) (Qoitr ?\io'fpgr:tyiggs) (Ram et al. 2023, Shi et al. 2023)
. Adaptivel
Adaptively \ RETRO (Borgeaud et al. 2022) P y\
He et al. 2021, Alon et al. 2022 Jiang et al. 2023

Retrieve its own input

Drozdov et al. 2022

Soft adaptation for
better expressivity

Wu et al. 2022, Bertsch et al. 2023, Rubin & Brent, 2023
Min et al. 2023

Removing interpolation

Perplexity WebGPT YO )

Chat GPT
Extension
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Wrapping up

Extend to use
. |zcard et al. 2022
Verga et al. 2020 fact triples
Use encoder-decoder to scale
Févry et al, 2020 # of chunks to process
de Jong et al. 2021
J How to use When to K
Entities or retrieval? sotricve? :
tit ti
entity mentions l l REALM (Guu et al. 2020)
Wh?t 0, fextchunks — |nput layer > Once
retrieve?

(concatenation)

\ \\_. Every n tokens

Tokens nt diate | Retrieve-in-context
kNN-LM (Khandelwal et al. 2020) (Qoitrmio'fpgr jtyisrzs) (Ram et al. 2023, Shi et al. 2023)
. Adaptivel
Adaptively \ RETRO (Borgeaud et al. 2022) PHVEY \
He et al. 2021, Alon et al. 2022 Jiang et al. 2023

Retrieve its own input

Drozdov et al. 2022

Soft adaptation for Wu et al. 2022, Bertsch et al. 2023, Rubin & Brent, 2023
Min et al. 2023

Removing interpolation

better expressivity

Chat GPT
Extension

Perplexity WebGPT YO )
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Wrapping up

Extend to use
. |zcard et al. 2022
Verga et al. 2020 fact triples
Use encoder-decoder to scale
Févry et al, 2020 # of chunks to process
de Jong et al. 2021
J How to use When to K
Entities or retrieval? sotricve? :
tit ti
entity mentions l l REALM (Guu et al. 2020)
Wh?t 0, fextchunks — |nput layer > Once
retrieve?

(concatenation)

\ \\_. Every n tokens

Tokens nt diate | Retrieve-in-context
kNN-LM (Khandelwal et al. 2020) (Qoitrmio'fpgr jtyisrzs) (Ram et al. 2023, Shi et al. 2023)
. Adaptivel
Adaptively \ RETRO (Borgeaud et al. 2022) PHVEY \
He et al. 2021, Alon et al. 2022 Jiang et al. 2023

Retrieve its own input

Drozdov et al. 2022

Soft adaptation for Wu et al. 2022, Bertsch et al. 2023, Rubin & Brent, 2023
Min et al. 2023

Removing interpolation

better expressivity

Chat GPT
Extension

Perplexity WebGPT YO )
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Wrapping up

Extend to use
. |zcard et al. 2022
Verga et al. 2020 fact triples
Use encoder-decoder to scale

Févry et al. 2020, # of chunks to process

de Jong et al. 2021

N o How to use When to K
tEtﬂt'tleS Sr retrieval? retrieve?
entity mentions l l REALM (Guu et al. 2020)
Wh_at 0, fextchunks > Input layer > Once
retrieve?

(concatenation)

\ \_. Every n tokens

Tokens nt diate | Retrieve-in-context
kNN-LM (Khandelwal et al. 2020) ntermeaiate layers (Ram et al. 2023, Shi et al. 2023)
(soft incorporation)
. Adaptivel
Adaptively \ RETRO (Borgeaud et al. 2022) P y\
He et al. 2021, Alon et al. 2022 \ o . Jiang et al. 2023
Retrieve its own input
Drozdov et al. 2022
Soft adaptation for Wu et al. 2022, Bertsch et al. 2023, Rubin & Brent, 2023
Min et al. 2023

better expressivity
Removing interpolation

We didn't cover anything about training —

Section 4/
VWe briefly saw some results but not extensively

on downstream tasks — Section 5!
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